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This self-contained and comprehensive volume of Advanced Mathematics covers the

entire gamut of the course prescribed by Rajasthan Technical University, Kota for III

semester of Electrical Engineering.

This book is written in a lucid and easy style in order to facilitate the student
with a clear and tlmrougl] presentation of the l]'neory and application of the
su]:ject. In addition to the solved examples, a sample prol:lem has also been given
after every topic to let the students have an instant practice for a potent
understancling.

Authors are hopeful that this ‘new’ exhaustive book will be useful to both
student as well as the teacher.

Publisher of the book, Shri Ajay Goyal deserves special thanks for In'inging out
the book in this e]egant form.

Despite the best efforts IJeing put, some errors mig]:lt have crept into the book.

Report of any such errors and all suggestions for improvement of the book are welcome

and will be grate{'ully acknowleclged.




Syllabus

3EE2-01: ADVANCED MATHEMATICS

Numcrlcal Methods Finite differences, Relation between operators,
_Interpolation using Newton's forward and backward difference formulae.
Gauss’s forward and backward interpolation formulae. Stirling’s Formulae.
Interpolation with unequal intervals: Newton’s divided difference and
Lagrange’sformulae. Numerical ~Differentiation, Numerical integration:
Trapezoidal rule and Simpson’s 1/3rd and 3/8 rules. Solution of polynomial and
transcendental equations-Bisection method, Newton-Raphson method and
Regula-Falsi method.

Transform Calculus: Laplace Transform: Definition and existence of Laplace
transform, Properties of Laplace Transform and formulae, Unit Step function,
Dirac Delta function, Heaviside function, Laplace transform of periodic
functions. Finding inverse Laplace transform by different methods, convolution
theorem. Fourier Transform: Fourier Complex, Sine and Cosine transform,
properties and formulae, inverse Fourier transforms, Convolution theorem. Z-
Transform: Definition, properties and formulae, Convolution theorem, inverse
Z-transform, application oj}ﬁﬂﬂ(rm to difference equation.

Complex Variable: ‘\\W Nuchy Riemann equations, analytic
functions, harmonic fu ctio s, finding harmonic conjugate; elementary analytic
functions (exponentia *, tngonogefnc logarithm) and their properties;
tions and their properties.

certfiegye O




 Dr. Amber Srivastava -
Dr. Vivek k. Sharma

w




‘Advéhcedt
- Engineering -
Mathemohcs-_
T_EC Branch

i1 prok, t.c Saunz} = XA
i O Mﬂm Siivastava o Rohit Muldu.-me
: Or, Vivek Kr. sh_amm " De. Moniks Malhotrs =

Abou! lhe Book : _
& _The book emphas:z:es n meconceptual undnrstandang of ear.h'topic :

“Plenty of allustrat!r:rﬂs supportmg the thnsret:cal ccnt:epts are gwen tn each chapter. 5
Large number of 'Sclved l‘lumerical Pmblcms are added for hand!lng neal«lsfe a:tuations.
“Theory-based ‘Roview Qucst{ur's are given. at the end of each chapter i
Numerous unso ved pmblems are intluted fcr practrce purpose.

'
=
‘.

- Join Today, Our Chnu_l'_(f_mn_r_mtingl(:prpo:'ititc ?_ﬁning P_rognfa'm_..-.f'_‘

_' Gemus Pubhcatums (INDIA)
S gﬂmuspub&cabcns comy < e
n fSG 9001 2008 Ceﬂ:ﬁ&d Publ‘tshingﬁo




T R T AL s A










S
e ————




i
T Q.

| Dr. Vivek s, Shar




ADVANCED ENGINEERING
MATHEMATICS I

‘ FOR sa £
| Dr. Amber Srivastava Dr. Rnlr'rlrMulzherjee
M.Sc., Ph.D. M.Sc., M. Phil., Ph.D.
Professor - Professor & Head,
Department of Mathématics,

Department of Mathematics,
Swami Keshvanand Institute of
Technology, Management &

Gramothan,

Jaipur

Swami Keshvanand Institute of
Technology, Management &
Gramothan,
Jaipur

Momlza Ma]hotra

M.Sc., M.Phil., Ph.D.

Associate Professor
Department of Mathematics,
. Vivekananda Global University, |,

] Jaipur

M.Sc., Ph.D.

Assocmte Professor

Head, Department Physical Sciences
3 agannath UmverSIty,

Jaipur

Ra]asthans First ISO 9001: 2008 Certlerd Pu]nhshmgf Co. .
Genius Publications. (INDIA) g 00 O

www.geniuspubligationé.cqm




e

A6&69,—Sunder8ingh—ﬂhandariﬂagar,
Swej Farm, Sodala, Jaipur-302019
Phones : 0141-4007685, 4014147 ()]

ADVANCED ENGINEERIN
MATHEMATICS -

G

© All Rights Reserved

INTERNATIONAL
CERTIFICATION

ISBN 978-93-83644-83-4 ISO 9001:2008 CERT;nF‘IED

First Edition : 2018

i e

[




* This self-contained and comprehensive volume of Advanced Engineeﬁng Mathematics
- I covers the entire gamut of the course prescribed by Rajasthan Technical University,
Kota for I semesters of Electronics and Communication Engineering, Mechanical

Reneay Engineeﬁng and Civil Engineering.

This book is written in a lucid and easy style in order to facilitate the student
with a clear and tl:orougl: presentation of the theory and application of the

sul:ject. In addition to the solved examPIes, a sa.mple problem has also been given

after every topic to let the students have an instant practice for a potent
_;understancling.

Authors are hopefu] that this ‘new’ exhaustive book will be useful to both
student as well as the teacher.
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Modified Gbest Artificial Bee Colony
Algorithm

Pawan Bhambu, Sangeeta Sharma and Sandeep Kumar

Abstract Artificial Bee Colony (ABC} algorithm is considered an efficient nature
inspired algorithm to solve continues unconstraint optimization problems. It was
developed by taking inspiration from food foraging behavior of honey bee. To get

O better speed of convergence in ABC, Zhu and Kwong anticipated an enhanced

' version of ABC, namely Gbest-guided ABC (GABC). But, both the algorithms, i.e.,
GABC and ABC could not perform well for solving constraints optimization
problems. In this paper, a variant of GABC is proposed that may be able to solve
constraint optimization problems as well as unconstraints optimization problems. In
the proposed variant, namely modified GABC (MGABC), a strategy is proposed
which adjusts the step size of the solutions, iteratively during the global optima
search process. The competence and toughness of the newly anticipated MGABC
are measured by testing it over 8 real-world complex optimization problems. The
simulated results are compared with ABC, best-so-far ABC, GABC and modified
ABC.

Keywords Constraint optimization problems « Nature inspired algorithm
Swarm intelligence « Optimization techniques - Soft cogiputing

O 1 Imntroduction

The Artificial Bee Colony (ABC) algorithm was developed in 2005 by Karaboga
[1]. The bee colony includes two types of swarm of bees, namely employed bees
and unemployed bees. The employed bees gather nectar from the sources of food. If
food source associated to a bee get exhausted then that bee is converted to the scout
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bee. The scout bee searches the food sources in different directions. The employed
bee and onlooker bee phases are accountable for the intensification of the solutions
in the feasible zone while scout bee phase is responsible for diversification of the
solutions. For efficient searching, a proper balance is required between intensifi-
cation and diversification properties in any swarm intelligence based algorithm.
In ABC, the position update process in both the phases is highly depends on
random components therefore, it always tends to explore the search space at the cost
of chance to skip true solution.

Researchers are continuously improving the performance of ABC algorithm
while trying to establish a proper balance between the intensification and diversi-
fication properties. In order to improve the exploitation, Gao et al. [2] proposed a
new search strategy in which the bee searches just in proximity of the best solutions
from preceding round by improving position update equation of ABC. Bansal et al.
assimilated local search stratagem in ABC to improve the intensification potential
of it [3]. Similar efforts are done by Sharma et al. in [4-6]. Banhamsakun et al. [7]
suggested three key amendments in the best-so-far selection in ABC algorithm
(BSFABC): The best-so-far method (collect information in relation to the finest
solutions established up to now), an adaptable search radius (change radius of
search in each iteration), and an objective value-based comparison in ABC (most of
the algorithm compare fitness of function). Karaboga and Akay [8] used a different
method in ABC strategy to get rid of constrained optimization problems. The newly
anticipated strategy was named as Modified ABC (MABC) algorithm. In this
sequence, in 2010, Zhu and Kwong [9] anticipated a new variant of ABC algorithm
that is Gbest-guided ABC (GABC). The GABC algorithm improves the exploita-
tion capabilitics of basic ABC technique using information about best feasible
solution in whole swarm that is termed as global best (Gbest) solution and modifies
the position update equation. In case of GABC all the entities inspired from the
global best solution that leads to problem of stagnation. The proposed GABC
performed well for the unconstraints optimization problems but fails to establish its
competitiveness to solve the constraints optimization problems. Therefore, in this
paper, a new variant of GABC algorithm, namely Modified GABC (MGABC) is
presented for the constraints optimization problems. The proposed strategy is tested
over 8 problems. Through intensive statistical analysis, it is claimed that the
MGABC is a competitive variant of ABC algorithm while solving complex
real-world problems.

Section 2 of this paper explains basic ABC algorithm' in detail. Section 3
explains the proposed MGABC algorithm. Section 4 discuss result for MGABC
and analyze performance of the newly anticipated with the help of experiments.
Section 5 concludes the paper.
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2 Artificial Bee Colony (ABC) Algorithm

The key steps of ABC algorithm are summarized as follow:
Initialization of the swarm

Xy = Xmiry + rand[0, 1] (Xmaxs — Xmins) (1)

Here the ith food source in the swarm represented by x;, the lower and upper
bounds of x; in jth dimension are X, ; and X,,a, ;, respectively and rand{0, 1] is an
evenly scattered arbitrary number in the range [0, 1].

Employed bee phase

Xnﬂvﬁ = Xij + QS,J.(X,J - X.lj) (2)

This phase updates position of ith candidate solution. Here k € {1,2, ..., SN}
andj € {1, 2, ...,D} are arbitrarily selected indicators and & # 1.y is an arbitrary
number in the range (—1, 1].

Onlooker bee phase: Based on fitness of food sources onlooker bees decides
that which food sources are most feasible and select a solution with probability
prob;. Here prob; may be decided with the help of fitness (there may be some other):

fitness;
max fit

prob;(G) = 0.9 x +0.1 (3)
Here fitness; represents the fitness value of the ith solution and max fit represents
the highest fitness among all the solutions. Onlooker bees also select a solution and
update it according to their probability of selection.
Scout bee phase: In this phase a food source considered as discarded and
replaced by arbitrarily generated new solution if its location is not getting updated
for a certain number of cycles.

3 Modified Gbest ABC Algorithm

It is proved in literature that the ABC algorithm is performing well for continues
unconstraints optimization problems. The performance of ABC algorithm is further
enhanced by Zhu and Kwong [9] in their proposed variant of ABC, namely GABC
algorithm. But due to inefficiency of ABC to solve the constraints optimization
problems, Karaboga and Akay-[8] developed a variant of ABC for constraints
optimization problems, namely 'm‘_E‘:d_iﬁed ABC (MABQC). In similar way, in this
paper, a variant of QABC a_lgorith_m:\\namely Modified GABC (MGABC) is pro-
posed to deal with the constrains as well as unconstraint problems. In the proposed
MGABC algorithm, position fipdate process of GABC algorithm is modified in
e Cerfifeqd Jfrue Copy
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employed as well as onlooker bee phase. In GABC, individuals update the positions
using following equation:

xnewy = xz+ dy(xy — xg) + (G — xy) 4)

Here, ¢y is a universal random number € [—1, 1], ¥y is an evenly distributed
arbitrary number in [0, C] a positive constant C, G; is the jth dimension of the
current best solution, x; is a neighboring solution, and x; is the solution going to
modify its position. It may be easily observed from position update equation of
GABC (refer Eq. 4) that the solutions will be attracted towards the current best
solution during the position update process. This may speed up the convergence
speed with fear of premature convergence and stagnation. We know that a proper
balance is required between the diversification and intensification properties of any
search algorithm for better search process and diversification of the solutions to
cover the search space is achieved by large step size whereas intensification of the
solutions in the identified search area is achieved using small step size. To balance
the step size of the solutions, the proposed MGABC modify the position update
equations of employed as well as onlooker bee phase as follows:

(1) In employed bee phase of MGABC, following position update process is
applied:

forj=1toDdo
if (prob; <) then
(-1

xnewyy = xij + Gylxy — xy) + — ¥y — xy)

else
xnew,-j = x,;

Here, ¢ is a current iteration counter whereas T is the total iterations. In this solution
search process, the part B(;(y; — xy)) influences to the solutions towards the global
optima, hence improves the convergence speed while part A(¢y(xy — xx)) includes
the stochastic nature in the search process. As, in this process, in one iteration,
depending on the probability, which is a function of fitness, multiple dimensions of
the solution are changed as well as iteratively, the weightage to part B is reduced,
hence, it will get better the diversjficatiop potential of the MGABC algorithm.

(2) In Onlooker bee phasg/c -\MGHB:%\following position update process Is
applied: aree N

A __,(/ ,‘./;"’
xnew; = xg+ o _g;qjg{xu — X)) + W — xy)

Here, symbols have their usual meaning. In this solution search process, weight

to the part B is iteratively reduced, i.e., now search process is morectgﬁsfcd by the
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part A. Therefore, this will get better the intensification potential of the MGABC
algorithm.

4 Experimental Results

The performance of the MGABC algorithm is evaluated in this section.

4.1 Considered Test Problems

To authenticate the efficiency of the projected MGABC, 8 complex optimization
problems (f;—fz} among which 05 problems (f}, f2, fa, fe» f7) are unconstraints
problems and (f3, fs, fg) are constraints problems, are selected to check the per-
formance of the anticipated MGABC. The considered problems are as follows:

Problem 1 (Neumaier 3 Problem (NF3)) This is a minimization problem of 10
dimensions as shown below:

D D
hHx) = Z (x; — 1)2—2x,-x,- -1
i=2

i=1

The search boundary for the variables is {—D?, D?]. The best known solution is

f(0) = (D x (D+4)(D — 1))/6.0. The acceptable error for a successful run is
fixed to be 1.0E-0I [10].

Problem 2 (Colville Function) This is a minimization problem of four dimensions
as shown below:

Sa(x) =100(x; —xf)z-i-(l —x1 ) +90(xs —x%)2 +(1 -x3)2
+10.1[(x2 = 1)% + (x4 — 1)¥] + 19.8(x2 — 1)(xs — 1)

The search boundary for the variables is [—10, 10]. The most feasible solution is
f(1) = 0. The acceptable error for a successful run is fixed to be 1.0E-05 [10].

Problem 3 (Compression Spring) The compression spring problem [11] concerns
with minimization of the cg xspring’s weight, subject to some constraints.
There are three main desi bla{fp%d compression spring: the diameter of wire
X1, the mean diameter 1‘3@ “and I}le number of active coils x3. A simple
explanation of compres Q_n pnng 8 P rdble‘ explained here. This problem mathe-
matically formulated as : /ﬂ

CerﬁﬁEd True Copy
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x € {1,..70} with granularity 1,x; € {0.6,3],x; € [0.207,0.5] with granularity 0.001

8crF,
and four constraints g; :=C—fn%“ﬁ— §<0,g2 =l = I <0,
3
Foax = F,
e e O'p'_a'pmsoagd :=°‘w—'_mng_p <0
where
F
¢ =1+0.75 +061s— Frax = 1000, 5 = 189000, =—;“—+1.05(x1+2)x3,
Xz — X3
Fp 6
lnax = 14,0, = 2,6 —6F_300K—115x10 , 0w = 1.25
max P K pnt P Ir%

The most feasible solution is £ (7, 1.386599591, 0.292) = 2.6254. Here tolerable
error is fixed to be [.OE-04.

Problem 4 (Moved axis parallel hyper-ellipsoid This is a minimization problem
of 30 dimensions as shown below:

5ix]

Mo

i=1

The search boundary for the variables is [<5.12, 5.12]. The best known solution
is fix) = 0; x(f) = 5, i = 1, ... D. The acceptable error for a successful run is fixed
to be 1.0E—-15 [10].

Problem 5 (Pressure Vessel design without Granularity) The problem of
pressure vessel design formulated as follows:

f(x) = 0.6224x;x3%4 + 177816223 + 3.161 Lk xg + 19.84x%x3
subject to

g1(x) = 0.0193x; — xy €0, g2(x) = 0.00954x5 — x, <0,
g3(x) = 750 x 1728 — w3 (x4 + §x3) <0

sdfi § thickness of spherical head, radius of
cylindrical shell and shell l? gth \_fJilQ eﬁl:t\l'\l boundaries for the variables are
1125 < x < 125, 06203 £ €125 1.0x 10° < x3 <240 and

10 x 107® € x4 € 240. T os}tfeambe.s lution is f{1.125, 0.625, 58.29016,
depJAbg:\ Zriof for a successful run is fixed to be

43.69266) = 7197.729 [12].

1.0E-05.

Problem 6 (Lennard-Jones) The Lennard-Jones (LJ]) problem is minimization
problem. It minimizes a type of potential energy of a set of N atoms. In case of LJ
problem the dimension of the search space is 3 N, as ith atom’s position X; has three
ruo Copy

where x;, X3, X3 and x, are thic
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coordinates. Practically the ones of the X; form coordinates of a point X. Precisely, it
can be written as X = (Xy, X2, ....Xn), and we have then

1
=550 AT

==l Xf”

Here N =5, o = 6, and [-2, 2] is considered as search space [13].

Problem 7 (Frequency-Modulated sound wave) It is a 6D optimization problem
where the vector to be optimized is X = {a;,w), a3, w2, a3, w3 }. The problem is to
produce a sound same as objective. Its minimum value is f(X;5) = 0. The objective
sound waves are given as:

¥(2) = a; sin(w118 + a3 sin(wat0 -+ a3 sin(w310)))
yo(?) = (1.0) sin((5.0)18 — (1.5) sin{(4.8)10 + (2.0) sin((4.9)18))),

respectively, where @ = 2n/100 and the parameters are defined in the range
[-6.4, 6.35]. A run is considered as successful if error is less than 1.0E-05.
The fitness function is defined as follows:

100

Fx) =" () — yol())?

i=0

Problem 8 (Welded beam design optimization problem) The welded beam
design problem required to minimize cost, subject to some constraints [14]. The
main goal is to reduce the cost of fabricating the welded beam subject to constraints
on bending stress &, shear stress 7, buckling load P, end deflection &, and side
constraint. x;, x2, x3 and x4 are four important design variables.

folx) = 1.1047x3xy + 0.04822x364(14.0 + x2)
Subject to:

81(x} = ©(x) — Tmux £0,82(x) = 6(x) — omax £0,83(x) = x; — x4 <0,
g — Omax 0,85(x) =P - P.(x) <0

K3 <10and0.1<X4 <5

Cer{fic
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where
et MR (L4 ) o) =
t(x)-\ﬁ 77 R+t ,T \/m,t 7 M P(L+ 2),a(x) PR
_ 6PL? _ 4.013Ex3x) x [EN \/.é X) +x2\2
) = gy 2ol =g (1= g [ R= 43+ (B
P 2
Vaun|f +@52)]

P =60001b, L = I4 in., Suax = 025 N, Gmax = 30,000 psi, Tmax = 13600 psi,
E =30 x 106 psi, G = 12 x 106 psi.

The most suitable solution is f0.205730, 3.470489, 9.036624,
0.205729) = 1.724852. The maximum permissible eror is 1.0E-01.

4.2 Experimental Setting

The considered test problems (TP) are solved using a penalty function strategy. The
penalty function approach redefine the original problem to by adding a penalty term
leads defining unconstrained optimization problem in case of constraints breach as
described here:

f(x)=f(}+f (5)

where f{x) is the basic function value and § is the penalty term (here 10%). The
experimental results of MGABC analyzed by comparing resuits with MABC [15],
BSFABC [7], GBestABC [9] and basic ABC. Comparison based on success rate
(SR), mean error (ME), standard deviation (SD} and average number of function
evaluations (AFE). For the experiments, following parameter setting is adopted.

¢ Simulations = 100, Number of solutions SN = 25 [6],
e Limit=D x SN [9], C= 1.5 [18], a = 30.
r or achieve upper limit of function

The parameter settings for

*

RSl

o The terminating criteria: Acceptabl
evaluations (predefined as 2 { 0), YA/ ‘,;20
E:E. n $ fiken from their original paper.
o( | /’ 7\7
o
me

4.3 Analysis of Experi

Numerical results for problems f;—fs are shown in Tables 1, 2, 3 and 4 by means of
the recommended experimental settings as discussed in previous subsection. After
in depth analysis of results, it can be observed that MGABC algorithm is superior
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Table 1 Comparison based on AFE, TP: test problem

673

TP ABC BSFABC GABC MABC MGABC
I 198445.49 200022.9 127452 199685.01 39512.26
5 198798.6 163406.61 149232.24 148585.62 15162.67
5 194506.44 199868.29 178018.13 181138.43 107684.61
fa 62508.5 71352 59902 39639.5 28612

fs 200024.75 200031.95 200026.39 200025.02 200023.36
fs 70765.21 153149.56 200031.9 97169.96 01955.94
Iz 200032.98 200031.63 199853.34 190675.86 112249.61
Jz 200018.02 53813.47 31698.69 126909.03 4329.3

then other competitive algorithms as reduce ME (thus it is more accurate), improve
SR (thus more reliability) and reduce AFE (results in more efficient algorithm). In
order to prove that newly proposed algorithm is better than other algorithm a few
additional analytical test like the Mann—~Whitney U rank sum test, boxplots analysis
and acceleration rate (AR) [16] have been done.

4.4 Statistical Analysis

The numerical results of MGABC are compared with basic ABC, BSFABC, GABC
and MABC based on AFE, ME, SD and SR to prove that performance of MGABC
is better than these considered algorithms. It can be easily observed from the results
shown in Table 1 that MGABC costs less in terms of AFE on 6 test functions {fi, /5,
f5. fan fr and fz) among all the considered algorithms. For fs, AFE of MGABC is less
that the all the considered algorithm except ABC. The f5 problem could not be
solved by any of the considered algorithms; therefore the algorithms are compared
on basis of mean error. It is clear from Table 3 that the error reported by MGABC is
significantly low than the other considered algorithms for this problem. The box-
plots [17] for AFE have been depicted in Fig. 1. Boxplot shown in Fig. 1 can
proficiently characterize the experimental distribution of outcomes. Figure 1
demonstrates that MGABC algorithm is very efficient.

It can be easily observed from box plots that MGABC is very efficient in
comparison to ABC, BSFABC, G CT" ABC, i.e., MGABC’s has different
results from the other considered g’b thier lIn der to prove that new algorithm is
really good a non-parametric § gn icil fes l’ia\\ned Mann-Whitney U rank sum
[18], a non-parametric test perjpimed, for AABE: This test compares non-Gaussian
data, Here level of significan¢g.is La]/é,n’ 005 (o). Test performed between
MGABC-ABC, MGABC-BSFABG;- MG‘? ~GABC, and MGABC-MABC.
The outcomes of the Mann-Whitney UTaiik sum test for the AFE of 100 runs are
shown in Table 5. In Table 5 the important variation observed first, i.e., is there
significant difference between two data sets. If the null hypothesis is accepted then
sign ‘=" appears and when the null hypothesis is rejected, then perform comparison ._.
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Table 2 Comparison based on SR, TP: test problem

TP ABC BSFABC MABC GABC MGABC
fi 3 0 96 2 100
f 2 38 50 46 100
£ 4 1 22 20 74
fe 100 100 100 100 100
s 0 0 0 0 0
s 100 89 0 83 95
£ 0 0 1 14 59
fs 0 99 100 65 100

Table 3 Comparison based on ME, TP: test problem

TP ABC BSFABC MABC GABC MGABC
N 7.95E-01 3.53E+00 1.00E-01 1.51E+00 0.87E-02
2 1.63E-01 2.24E-02 1.29E-02 1.63E—02 8.18E-03
f 1.38E-02 2.91E-02 4,70E-03 8.69E-03 1.93E-03
fa 9.24E—-16 6.62E—-16 9.19E-16 9.27E-16 9.14E-16
Is 1.85E+01 2.30E+01 1.55E+01 5.40E+00 2.68E-01
fs 8.92E-04 9.89E—04 451E-01 1.09E-03 9.05E-04
fz 5.63E+00 9.95E+00 2.69E+00 3.51E+00 446E+00
Js 2.45E-01 9.56E—-02 9.47E-02 9.98E—-02 9.46E-02

Table 4 Comparison based on SD, TP: test problem

TP ABC BSFABC MABC GABC MGABC
fi 6.71E~-01 3.87E+00 1.83E-02 1.72E+00 2.24E—03
f, 9.42E-02 2.17E-02 9.94E—03 1.25E-02 1.84E-03
fa 1.11E-02 6.06E—03 5.89E-03 9.56E-03 3.02E-03
fs 7.65E-17 2.44E-16 7.48E-17 745E-17 7.15E=17
fs 1.11E+01 2.01E+01 9,74E+00 3.36E+00 1.81E-01
fs 1.44E-04 7.00E-04 1.46E-01 6.98E-04 2.25E-04
f; 5.27E+00 5.11E+00 3.09E+00 5.06E+00 5.43E+00
3 7.99E-02 5.13E-0327, [Ii590E-03 1.06E-02 4.79E-03
T

~ {;I\' NS
AN

between the AFEs. If MGAB e§\leés ; m en put *+ sign and put ‘=’ sign for
more AFE than the other cougidered -dlgogithms. In Table 5, “+* represent that
MGABC is considerably supcr}b nd i#3déthonstrate that MGABC is notably of
inferior quality. Out of 32 there are +* signs in Table 5. It indicates that the
outcomes of MGABC are efficient than ABC, MABC, GABC, and BSFABC for
measured test problems.
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Fig. 1 AFE representation % 10"
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fs = = = =

Je - + + +

b2, + + + +

fz + + + +

Next, the convergence speed of MGABC measured. If AFE for some algorithm
is small it means that it has high convergence speed. The convergence speed
calculated by measuring the AFEs. The acceleration rate (AR) is used to compare
speed of convergence, which is defined in this way; it depends on AFE of two
algorithms ALGO and MGABC:

= 6
AFEmGaBC (6)
where ALGO € {ABC, BSF%’B/ ABCnd MABC} and AR > 1 indicate that
MGABC is quicker other. T| :is rqchsu d for AFEs of the considered algo-
rithms using (6). Table 6 de ﬁ'n lrates a comparison between MGABC and ABC,
MGABC and BSFABC, M (S\and GAB / and MGABC and MABC in terms

of AR. Table 6 demonstrates Lthe, spe of convergence for MGABC is good
than measured algorithms for mos & Tunctions.
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Table 6 Acceleration rate TP ABC BSFABC GABC MABC
ﬁ‘:ﬁ;:}iﬂfﬁcgq 3 5.02 5.06 323 5.05
BSFABC, GABC, and > 13.11 10.78 9.84 9,80
MABC, TP: test problems fi 1.81 1.86 1.65 1.68

fs 2.18 249 2.09 1.39

f5 1.00 1.00 1.00 1.00

fs 0.77 1.67 218 1.06

fa 1.78 1.78 1.78 1.70

fs 46.20 12.43 7.32 29.31

5 Conclusions

This paper presents an improved variant of Gbest-Guided ABC (GABC) algorithm,
namely Modified GABC (MGABC). The proposed variant is developed in view to
solve the constraints as well as unconstraints optimization problems. In the pro-
posed variant, position update process of GABC algorithm in employed as well as
in onlooker bee phase is modified. In employed bee, to introducing fluctuations,
multiple dimensions are allowed to update in a single iterations. The proposed is
tested over 8 constraints as well as unconstraints optimization problems and
compared with ABC, MABC, BSFABC and GABC algorithms. Through statistical
analysis, it is proved that MGABC is a competitive variant of GABC algorithm.
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An Improved Spider Monkey b,t
Optimization Algorithm

Viren Swami, Sandecp Kumar and Sanjay Jain
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Abstract Spider Monkey Optimization is the newest member of the .Swarm
Intelligence-based algorithm, which is motivated by the extraordinary behavior of
Spider Monkeys. The SMO algorithm is a population-based sloch:_fgtic' mela-
heuristic. The SMO algorithm is well balanced for good explotation and
exploitation most of the times. This paper introduces an improved Strategy to
update the position of solution in Local Leader Phase. The preposed -algorithm
named as Improved Spider Monkey Optimization (ISMO) algorithm, This method
is developed to improve the rate of convergence. The ISMO algorithm tésted over
the benchmark problems and its superiority established with the help of statistical
results. !
Keywords Swarm intelligence - Natural-Inspired algorithm - Fission-fusion
social structure - Unconstrained optimizalion problems - Metaheuristic _

1 Introduction

W
Swarm Tntelligence refers the natural system that are influenced by {:i:':__lohics of
social insects like, fishes, bee, bird flocks, ant, etc. The definition inlrgdliff:cd by
Bonabean for the swarm intelligence is “any attempt to design algorithms:or dis-
tributed problem-solving devices inspired by the collective behavior of sr:xéial insect
colonies and other animal societies” {1]. These social creatures demonstrate some

great ability while searching for food, security and mating in complcxi‘;'f;itqulions.
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The SMO algorithm is the latest population based strategy that is also s_l@c“tggsﬁc in
nature developed by Bansal et al. [2] to solve unconsirained oplimizatio:i’;prﬁ])lcms.
The SMO is motivated by intelligent societal behavior of spider monkeys while
searching for rich food sources. The SMO algorithm is based on fissién-fusion
structure of social living being spider monkey while searching for mojt:suitable
food source [2]. It consists of the intrinsic solution of population which d}t_‘;’fuh'te food
source of spider monkeys. The SMO Algorithm tries to keep proper balance
between exploration and exploitation while searching for optimal soliition. In
exploitation it make sure that local optimum solution traversed prébbrly and
in exploration it explore global search space in order to avoid probler of trapping
in local optimum. It has been observed that SMO is good in cxplorazifiﬁ"df local

The recent trend in research is inclined toward algorithms that are lﬁgpimd by
nature in order to solve complex real world problems that are not splvable by
classical techniques. The nature inspired algorithms includes algorithmis that are
inspired by biological process, physical actions and other natural activities, These
algorithms show some unconventional approaches that are able to solve opti-
mization problems in field of science, engineering and management. Many
researchers have analyzed the behavior and design of the algorithm that cin be used
to solve nonlincar, non-convex, non-differential, and multi-model problems..

The SMO algorithm is comparatively young algorithm so there js ﬁp;;; large
number of a literature. Pal et al. [3] used SMO algorithm in image segmentation and
developed a new multi-level thresholding segmentation approach for ‘gray. scale
images. Gupia et al. [4) carried out a comprehensive study of SMO ;‘iﬁt}f:}'incor-
porating a new operator namely quadratic approximation and solved a _[ér‘gd range
of scalable and non-scalable benchmark problems and Lennard-Jone¥ problem.
Sharma et al. [5] divided the population of spider monkeys into différcht age
groups. It is assumed that younger monkeys are more interacting andl.‘?"i_'t:éf;uently
change their position in contrast to older monkeys. Gupta and Deep [6] introduced a
new probability caleulation approach namely tournament selection in SMO algo-
rithm. Gupta and Deep [7) analyzed the behavior of SMO algorithm undgr different
perturbation rate schemes and proposed four editions of SMO are proposed anal-
ogous to constant, random, linearly increasing and linearly decreasing pl::i-fu'r,bntiun
rate variation strategics. Singh et al. [8] developed a binary SMO algorithm and
used it for thinning of concentric circular antenna arrays. Singh and Sﬁlgolra 9N
introduced dual search strategy in SMO. The modified SMO used to Synthesize
linear antenna array. Sharma et al, [10) developed a new version of SMO.with new
local search strategy namely power law-based local search. The new su?alcgy was
applied to solve model order reduction problem. Al-Azza et al, [Illzén‘lg'c':duces
SMO algorithm for the electromagnetic and antenna community. Agarwal et al.
[12] used social spider algorithm in image scgmentation and dcveloﬁgd‘é‘:a new
multi-level thresholding segmentation approach for grayscale images by/déploying
histogram-based bi-modal and multi-modal thresholding. Kumar et all proposed
three variants of SMO algorithm. Self-Adaptive Spider Monkey Oﬁll.irr_‘lization
Algorithm for Engincering Optimization Problems [13] that require ﬁo‘ 'rganual

H

RNt




An Improved Spider Monkey ...

setting, Fitness Based Position Update in Spider Monkey Opumlz:awan1 gonlhm
[14] and Modified position update in spider monkey optimization algor.uhm {15}
The fitness-based SMO update position of current swarm based on their hmcas Itis
assumed that highly fitted solution has good solution in their prox:mlty..c\lmost all
varianis of SMO are better than other nature-inspived optimization lcchmhucs (e.z.,
ABC, PSO, etc.) in terms of efficiency, accuracy, and robustness.

2 Spider Monkey Optimization

The SMO algorithm is a novel nature-inspired algorithm which is devclopcd by
Bansal et al. in 2013 [2]. It is stochastic in nature as it introduces somc tandom
component in cach step. The SMO strategy mimics the fission-fusion structure of
spider monkey. The major characteristics of fission—fusion social stmdlure are
described as follow: h

Fission—fusion social structure animals survive in group of 40-50 monkcys that
divide the member into subgroups for searching food in order: 1} Jrt:dur.‘e:
compelition. 'i” "

Global leader (female) is responsible for searching the food source lhaLgcncrally
leads in the group. These groups are divided into small subgroups to seanch ‘for food
independenily, ..wn

Local leader (female) leads the subgroups and responsible for sc{nedulmg a
well-organized plan for foraging route each day. ¥ .:5.'

These group members scarch the food sources and medify their posmon based
on the distance from food source, J v

These group members communicate with all group members to mamlam social
bond in case of stagnation.

2.1 Phases of SMO Algorithm

)
The SMO algorithm consists of six major phases followed by m:t:ahzalmn phascs
These phases suggest that how spider monkey updates their position bascd on their
previous experience and behavior of neighbors.

2.1.1 Initialization of the Population

First, a population of N spider monkey is initialized. Initial population ;lcnolcd by
D-dimensional vector SM; (i = 1, 2, ..., N). Every SMO represents the"gptimized
solution of the problem under consndcmllon SM; represents the popu]anon of
spider monkey. SM; is initialized as follows;
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SMy = SMuuiny + U{0, 1] X (SMpuays — SMiaiy)

where SMy represents the ith food source in the swarm, SMgiy and SMM are
lower and upper bounds of SM; in jth direction respectively and UL?!,F,II is a
uniformly distributed random number in the range [0, 1. s

2,1.2 Local Leader Phase (LLT)

The second phase is Local Leader Phase. This phase modemizes the. f pauon of
SMO based on experence of Local and Global group members. Thesé, ;m:mbers
compare filness of new location and current location and apply greedyfﬁdeclmn
Position updates equation for ith SM of Kth group as follow:

SMuewy = SMy + U[0, 1] x (LLy — SMy) + U[-1,1] x (SM,; - Srs@g 4 (2)
where SMy represents the ith solution in jth dimension, LLy dcnotcs thc jth
dimension of the kth local group leader position. SM,; is the rth suluuon whnch is
selected randomly from &th group such asr £ i. U [0, 1]isa umformly d:stnbuled
random number in the range of 0-1 [2].
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2.1.3 Global Leader Phase (GLP)

i

iy

K
The GLP phasc is just starts after finishing the LLP. Position gcts"updalcd
according to previous experience of the Global Leader and Local groupa{ncmbcrs

with the help of Eq. (3). i'& o

1

SMucwyy = SMy + U[0, 1] x (GLy — SMy) + U[-1,1] x (SMyy — SM;)?-._ (3)

r_’}

L
whcrc GL; correspond to the jth dimension of the global leader position ,1.;]2'('1 4.€ {1,
» D} is randomly selected within the dimension. In this phase, l]tc*Spldcr
Monkcy (SM,) updates their position that is based on probabilities (pmb;),wluch are
calculated using their fimess [2]. There may be different methods for, p obablhty
calculation but it must be function of fitness. The fitness of a funcl:ongnd|catcs
about its quality, fitness calculation must include function value.

fitness,
b, =0.9 x ——— 4-0.1.
prob; =0 fmesse +0

2.14 Global Leader Learning (GLL) Phase

iy
Nliv!
In this phase, SMO modifics position of global leader with help’ of ‘greedy
approaches. Highly fitted solution in current swarm is chosen as g]obal_geader It

W
: ’*’--.'-
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also performs a check that the position of global leader is mndermzed o’f'*iiot and
modify Global Limit Count accordingly [2]. el

2.1.5 Local Leader Learning (LLL) Phase

Now in this phase location of local leader is modified with hclp of' ;grccdy
approaches. Highly fitted solution in current swarm is chosen as Local T,cader It
also performs a check that the location of local leader is modemized’ 0 not and
modifies Local Limit Count accordingly [2). »

2.1.6 Local Leader Decision (LLD) Phase

During LLD phase, decision is taken about the position of Local Leader ~tf 1t is not
modemized up to a threshold also called as Local Leader Limit (LLhmu),Jn case of
no change it randomly initializes position of LL. Position of LL may bc dcc:ded
with the help of Eq, {5). '-* N
bo’; ‘

SMuewy = SMy + U[0, 1] x (GL; — SMy) -+ U[0, 1] x (SMy — Ll:"

Yy ()
? e

It is clear from the above equation that the updated dimension of tlus SM is
attracted toward global leader and repels from the local leader. ) "'é £

ﬁ.
M
"

ﬂ

2.1.7 Global Leader Decision (GLD) Phase

+

_.5-

% ‘

This phase takes the decision about position of Global Leader, if it 1sénot mod-
ernized up to a threshold is known as Global Leader Limit (GLyjy,), and then GLD
creates subgroups of small size. During this phase, Local Leaders are 6“rcalcd for
new subgroups using LLL process [2). '?-.

:,.; ;‘
,fzij &

3 An Improved Spider Monkey Optimization Algonth

l;.
AT

-;—s. §

The Spider Monkey is a Iatest algorithm in different field of swarm mtelhgcnce In
literature there is very little research available on it. The newly pmposcdlmproved
Spider Monkey Optimization algorithm improves the performance of bus:c SMO
algorithm. The ISMO suggested some improvement in Local Leader Pha?t:-. ot‘ basic
SMO. Position update equation in ISMO takes average of dlﬁ'ercncc of current
position and randomly gencrated positions. It generates a random posmon' ifi given
range for particular problem. This suggested modification accelerates, lhe conver-
gence rate and increase reliability. Here, it is assumed that better fitted s ol llon has
optimal solution in their proximity, 3
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SUM
Yﬂ =XU+¢UX(LL11-ISM§})+¢UX ( SN)

where
SUM = SUM + (Xg - Xy)

¢y is a uniformly gencrated random number in range [0,1]. AR

Where ISMy denotes the jth dimension of the ith ISM, LLy cnsures~ lhc jth
dimension of the th local leader group location. The SN represents thuj'oud source
that is randomly generated by the position for food source, SUM is thc~avcr:1gc of
difference for current position and randomly generated position. 'I'h:' .cquauon
updates highly fitted solutions through inspiration from best Swarm Inlelllgcnce
This new addition in SMO increases the balance between cxplomlmn and
cxploitation of most {easible solutions.

Algorithm of ISMO

Initialization LLM,R, Sum, SN
For each K € {1,2,....,MG} do
For each member SM, € X* group do
For cach f€ {1,2,...,D} do
For cach M € {1,2,...5N} do
Sum = Sum + (ISMy - 1SM,;)
If Ul0, 1} > prthen

18Maeng = ISMy + U[0, 1] x (LLy = ISM,) + U[~1,1] x (Sé}gi)
Else

W
T T o

ISMpey = ISM,
End if
End for
End for
End for
End for
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4 Experimental Analysis

This paper checks the performance of Improved SMO nlgomhm ovcr-, some
well-known benchmark optimization function f; to fs (Table 1), The pcrformancc of
newly proposed algorithm is compared with Basic SMO [2). The pcrfonnance
comparison is based on standard deviation (SD), mean crror (ME), average funcuon
evaluation (AFE), and success rate (SR) (Table 2),
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Table 2 Comparison of result between SMO and ISMO

Test problem | Algorithm | MFV SD ME
I SMO “1.03B+00 |146E-05 | 1.90E-05 3073‘3'{45’ KL
ISMO ~1.03E+00 | 1.52E-05 |1.52E-05 22960, 92. 56
b SMO -235E+00 |6.28E-06 | 6.04E-06 | 7831.09% ¥l 8s
ISMO -2.35E+00 [6.06E-06 | 5.59E-06 3138.?1.--4 94
h SMO T20E+03  |949E-04 |3.62E~(4 2801445." 43
1SMO 7.20E+03  |335E-05 [2.85E-05 |23604.8174] 62
h SMO 1.65E+00 1.O3E40l | L.6SE+00 1428464'3*“ 96
1SMO 6.23E-02 5.22E-01 | 6.23E-02 11936.35 i |98
fs SMO 2.00E-01 7.80E-06 | 2.00LE-01
ISMO 2.10E-01 300E-02 |210B-01 |15468 155190
Ja SMO LO2E+00  [447E-01 |[LO2E+00 |50969.76.0] 2
ISMOQ 4.54E~01 341E-01 [4.54E-01 | 38206 64..4. 33

4.1 Experimental Setting

The proposed ISMO algorithm is compared with Basic SMO techmquc mgirdcr to
prove its competence. It is programmed in C programming languagc with
below-mentioned experimental setting.
The size of Swarm N = 50 Y
MG =5 (Maximum group limiting maximum number of spider mo Lcy in a
group as MG = N/10) Ry
Global Leader Limit = 50
Local Leader Limit = 1500
Pr € [0.1,0.4], linearly increasing over iteration.

4.2  Experimental Result Comparison

See Table 2.

5 Conclusion

This paper proposed a coherent and productive variant of SMO that 1mprchs the
number of function evaluations in comparison to SMO Algorithm, By tlm -ﬂgonlhm

we can find the feasible solution to understand the swarm mlclllgcncc-b'lscd algo-
rithm. This process is an extension of the position update in LLP. This algonthm has
been tested; it will increase the accuracy and relinbility through the. ; avcmgc of
canvergence rate comparison to SMO algorithm. This approach is appllcd (o the 6
benchmarks problems and results prove its superority over basic SMO a!gomhrn
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21° Century Soft Skills: Pedagogy for the
Digital Age

Gopika Kumar' and Vaishalj Sharma?

ABSTRACT

Q Background: The digital age has witnessed the educational System preparing students for employability
with 21* century skills which comprise of skiils and abilities for success in the society and workplace
(Ganzel, R. 2001). These skills are based on deeper learning and are non-technical jn nature such as
critical thinking, problem solving, interpersonal skills, communication, collaboration, creativity,
innovation, flexibility, adaptability, self-reliance, and teamwork. (Mitcheli, G.W,, Skinner, L.B. &
White, B.J. 2010). All these soft skills are instrumental for employability. This forms qualities for a
progressive education, a movement with pedagogical transformative changes along with innovative
training and delivery methodologies to make the youth future ready. (Robles, M.M. 2012). This paper
studies the importance of integration of soft skils along with innovative methodologies, techniques and
activities and thereby witness a transformative change in the pedagogy of soft skills for the 21+ century.

Objectives

O To identify essential soft skills for the digital age.
O To identify innovative methodologies for soft skilis training.

Q/Iethodology: The study undertakes an exploratory view by using secondary research on various
essential soft skills required for the digital age. The extensive literature review extends an insight
into new and innovative methodologies to be adopted as pedagogy for soft skii] training by various
educational institutions and corporates.

Findings/Results: The study has analyzed skills in the domain of soft skills and highlighted the
employability skills for the digital age in the 2] century for skills. The study from various literature
reviews have identified innovative methodologies for soft skijls training for the digital age.

Implications: The study can benefit the educational institutions and Corporates to adopt the experimenta]

pedagogy approach for disseminating traipi skills. The orientation from theories can change
into experiences for academicians, prof /ﬁ) 0 x@/ idents.
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Sustainable Development in Comprting Technologies for Business World AR

ICT and Sustainable Development: Best Practices

Dr. Vaishali Sharma’' and Ms. Swati Vaid Chaturvedi?

'Dean, Faculty of Management, Jagannath University, Jaipur
*Asst. Prof. Faculty of Management, Jagannath University. Jaipur

Abstract

Sustainable Development remains the focus of discussions at all international forums, as worll
leaders look for ways to find a balance between population growth and economic development un
one hand and use of natural resources and ecosystems on onc hand use of natural resources and
ecosystems on the other . The development of innovative and affordable ICT (information and
communication technology) has not only offered substitutes for travel and transportation of goods,
but also has facilitated fast, cheap, equitable and resource efficient access to information, knowledge
and learning opportunities for its users. ICT has ¢nabled people across the globe to cooperate and
perform various activities of human life and endevour. ICT empowers machine which in turn can be
used extensively for making a meaningful impact towards sustainability of our environment and
economy. This paper is an attempt to investigate, explore and compile examples from across i,
globe where IT giants have shown empirical proof that incorporation of environmental susminabib
is good business sense and in the long run results into economic sustainability for the firm.

Keywords: sustainability, ICT, business processes, business environment, ecosystem

Qoo

A Study on Present Green Marketing Trends with Specific
Reference to Indian Corporates

Dr. Bhawana Sharma’ and Yuvnika Sogani®
"2 dssistant Professor, Sophia Girls' Callege (Autonomous), Ajmer

Abstract

In today's era, green marketing is gaining a significant place in global perspective and it i
becoming a popular area of research where lols of theories have been proposed in the context ol
consumer behavior. Hence, the awareness towards the green marketing has changed the attitude

multinational companies to design their products eco-friendly. It has also changed the consumer’
attitude towards their lifestyle which may be known as green lifestyle. However, it imposes
serious challenge for the industries to keep the consumers in food and to fulfill their responsibilitics
towards the environment. Thus, consumers are also actively trying to remove the adverse impact on
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This self-contained and comprellensive volume of Advanced Engineering M

covers the entire gamut of the course prescribed ]Jy Rajasthan Technical
Kota and Bikaner Technical University, Bikaner for B.Tech. II semester.
This book is written in a lucid

with a clear and tlmrougll presentati
In addition to the solved examples,
topic to let the students have an

athematics

University,

and easy style in order to facilitate the student
on of the theory and application of the subject,
a sample problem has also been given after every
instant practice for a potent um:lerstanding.

Authors are hopeful that this ‘ney’ exhaustive book will be useful to both student
as well as the teacher.
_. Publisher of the [:oo]:, Sha
the book in this e]eganf; form,

Despite the best efforts l)eing put, some errors might have crept into the book,
Report of any such errors and all suggestions for improvement of the book are welcome

anc[-wiﬂ be gratefuﬂy aclznow]edgecl.
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2in }.E%‘ﬁéi“ First order ordinary differential equations: Linear and Bernoulli’s equations,

Exact equations, Equations not of first d
équations solvable for y,

egree: equations

equations solvable for x and Clairaut’s type.

solvable for p,

Ordinary differential equations of higher orders:

Linear Differential

H H Equations of Highér order with constant coefficients, Simultaneous Linear
L Differential Equations, Second order linear differential equations with variable
g’; z coefficients: Homogenous and Exact forms, one part of CF is known, Change
o of dependent and independent variables, method of variation of parameters,
2R Cauchy- Buler equation; Power series solutions including Legendre differential
ke s equation and Bessel differential equations. Co ' '
%ﬁﬁﬁ@; Partial Differentia] Equations - First order: Order and Degree, Formation;
& S Linear Partial differential equations of First order, Lagrange’s Form, Non
e Linear Partial Differenti

forms.

al equations of first order, Charpit’s method, Standard

Partial Differential Equ
partial differential
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ations— Higher order: Classification of Second order
aration of variables method to siple problems
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There has been a developing enthuslasm for programmed human statistic estimation
Le.. Age, sexual orientation scare, marks, taltoos and race from ungonsiralned faclal
piclures because of an assoriment of palential applications in law requirement, securily
cantrel, and human-PC cooperallon. Bounteous wiiting has explored the Issue of
compulerized age, sexual orienlation. and race acknowiedgement from unconstrained
faclal piclures. Nonetheless, In spite of ihe concurrence of this cornponent, a large

portlon of the Investigalions have tende

m
conslderalion has been given o ih cdp%zgq}s

remains a tesling issue since pe
be tremendously unique in thelr
elements. This paper shows a n
sexual orientation and race) esti

ependenily, next 10 no

of natural and extrancous
programmed sialistic (qg\??
ach eomprises of the *_
fight Exiraction and Predicllon

statistic useful highlighls and aftenwards, it gauges age, sexual orientallon, and race.
Tests are directed en two open dalabases (MORPH Il and LFW)[i] MORPH




{Cranlofacial Longitudinal Morphological Face Database) [1] is one amongst the most
imporiant in public accessible longitudinal face databases. The tagged Faces within the
Wild (LFVY 4) [10]) may be an information ol faces that contalns 13000 plctures of 1680
celebrities tagged with gender, demonstrale thal the proposed approach has better
execulion analyzed than the cutting edge. The proposed method is evaluated based on
evaluation measurement preclsion, recall, accuracy, and MAE, The proposed work
gives stable and good resulls.
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I. Introduction

The human face Is cruclal for the Identity of persens because it conlains
much Infermation about personal characteristics, Thus, the face image is
Important! for most biomelsics systems. The face image provides lols of
useful Informatlon, Including the person's idenlity. gender, ethnicily, age,
emolional expression, ete. he distinguishing proof normal for confronting
pictures has been very much Investigated i cerdifiable applications,
including trave! permits and driver licenses. Regardless of the broad
investigation of individual distinguishing prool from confronting pletures,
there is Just a restricted measure of research [2} on the best way 1o
precisely gauge and wlilize the siatistical data contalned In face Images
such as age, gender, and race. “These applications embrace access
management [3], re-Igentification In nlloe wotk videos (4], the integrity

of face plctures in s0 ﬁl%ﬁ}&' l‘ﬂ “b%%ﬁfﬁ&%in and human-

computer Interaclion, law enforcement [6] These include, =

Securily control: A programmed age estimatlon framewotK ¢an be
uliized to keep minors from acquiring iquer or clgarette from candy
machines or getting to unseemly pages.

Law Enforcement: Programmed age estimation frameworks can decide
the polential speculates all the more effectively and precisely by
separating the display dalabase utilizing the evaluated age of the Info
mugshot.
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Abstract:Requirements are the most Important part of any software projecis. Many
sofiware projects were failed due Lo incomplate requirements and lack of user
involvemnents. It is ... View moro
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Abstract:

Requirements are the mos! important part of any software projects. Many software
projects were failed due (o Incomplete requirerents and lack of user Involvements. Itis
very important to defing alt requirements at the beginning of any new projeci so that all
members of the team can easlly find what goals they should be striving loward,
Requirement Traceability Matrix (RTM) Is a document that contains all requirements
presenied by the customer or development team al the end of the [ife-cycle. The main
purpose of creating Requirement Traceabllity Matrix is to check thal all test cases are

covered and should not b -any funclionality while testing. In this paper, we are
propesing & Require fﬂ Ehilily ix {RTM) for Worldwide Programming System

(WPS), a web-base . eWPQ{m e manages lhe EDP devices by : ce\-{'.‘.‘-e
malniaining the licgnse, gluster, Usog In\cf—f_ fomer Info of the distributor and end (o end
customers. < ‘%} B 38 ¢
AN ala
A . saga

Published in: 2018

-
|iternEtighal Canfetence on Rellabifity, Infocom Technologies',
and Oplimization (Tre: Eoty

£ ections} (ICRITO) he

Dato of Confarence: 28-31 Aug. 2018 INSPEC Accession Numbor: 18796520

Q

ADVANCED SEARCH

More Like This

Improving software development
manzgement {hrough saftware
project telemetry

|EEE Softwar
Published: 2005

Combining agile mathods with
siage-gate project management

IEEE Software
Published: 2005

Show More




Keywon
yworas Date Added to [EEE Xpfore: 01 July 2048 DOI: 10.1108/ICRITO.2018.8748299
Meirics
¥ ISEN Information: Publisher; IEEE
Muare Like This Confcrencae Location: Noida. Indfa
i= Contents

L Introduction
Requirements are representations of the characlecistics and
functionalities of the software system. It is used to define what proposed
system must do, Reqfiréements carry ouf Ihe expeciatons of the
customer from the 50 BiBdB& e Reat O nekds which an
information should fullil {13. It is very imporiant to define all requiremants
at the beginning of any new project so that all members of the leam can
easily find what goals they should be striving toward [2].
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Abstract:

Microstrip antennas suffer from limited bandwidth. The dimenslon of the microstrip feed

ling has a profound effect In proper impedance matching. A good matching resulls in an
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paper. The simulations
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I. INTRODUCTION

Microstrip patch antenna gains appreciable quantity of attention of
researchers becavse of demand of ils massive type of wireless
applications in several fields. In these applications, there is an
increasing demand for a considerable high bandwidih anlenna with the
ongoing spread of wireless communication. Microsirip antenna has the
polential to meel this qu;mm&cggﬂgﬁ esﬂ@&(i’r‘ s galfent features.
[1]. Conventional micLsmn antenna has a sedous é@jback that it
accounts for low bandwidlh typlcally around 5% of bandwidth, This
poses a challenge to the researcher for upgrading In order to meet the
high bandwidth [2]. {3). Researchers and antenna designers are
engaged sericusly to look inlo the improvement of the bandwidlh of the

microstrip antenna. Inserting a proper microstrip ing of suitable
dimension has a good hand in the bandwidih enhancement.
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Trust has mone prominence in cloud computing Lhan any other technolagy. The prime reason behind this notion is the architecture of technology.
where service consumer has to transfer critical business relevance data and information to unknown geographical locations called data cenlers.
These data centers are In administration and management of cloud service Providers. Only verbal assurance reganding security and trust are not
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toals to evaluate the trustworthiness of CSP (Cloud Service Provider). This paper provides a smart learning environment to assist cloud
consumer, by offering a scope 1o evaluate (he trustworthiness of cloud provider on the basis of security assurances by cloud provider through
slandards and Certification attainment. Various security related components are analyzed with standards and cerlifications accomplishment and
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The Initiaticn of e govemance leads to a new platform ol’ digital innovation for
dissemination of information betwéen citizens of the counlry and the government.
Although, governments of developh‘g'ei:onomies are investing huge oullay for making
this preject a big success but there are_uanous threals related to this system that must
be addressed bul not much researmes conuucted on {he'issue. This paper examines
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countries. [t also includes varicus suggesllons pertaining to the Issue,
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I. Introduction

Information and communlcatlon technology has made il easter for
government and ather organizatlons to serve the cilizens and olher
slakeholders In best possible manner. With the emergence of ICT it has
become very much easier for government organizations 1o collect, filter,
organize and generate data which was earfier thought of as the most
difficull aspect of e-govemance. The digital mede of information
maintenance has enabled the depariments {o reach out {0 people of
both rural and urban areas. The real ime data Is now avaitable as and
when required making it more ecenomical and approachable for all. But
maintalning such a large database brings many challenges also. The
most difficult challenge is that of securing this highly confidential data
from misuse. As more and more erganizatlons are becoming dependen]
on this digital word, $o the issue of cyber security I8 also becoming
more crucial and Is to be handled with utmost care. These days' cyber
attacks are also becomi pular-and-prepertisksanalysis has 1o
be done before depluEn@lgmmdp;ﬂnuﬁcus Gergogermance projects In
real world scenario. t e effects on the
econamy of any country. Many countries have made different eyber laws
for handling Lhe problems related to the misuse of this cyber space.
Many developing countries like India are Initiating dialogues with other
developed countries like USA and dalng RED on handling these cyber
securily Issues more effeclively. The developlng countries are slill going
through the phase of business process reengineering and need o work
on the risk assessmenl factor much In advance so as Lo avoid the
challenges of information leakage, virus & mahware attacks, cyber
terrorism and olher cyber threats. With the advancements in [CT, the
complexily of web based networks Is also mounting securily challenges
that might become & nafional security threat if not atlended propery.
Iredia and other developing countries have lo emphasize more on
crealing cyber security mechanisms (hat would help them In confronting
the cyber challenges.
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(Heading 1) Abstrack: Today the focus In IT has shified Lo the cloud. The cloud offers a near perfect
I Trust Meaning solution for the organization. It benefits the organization wilth minimum Investment and Shaw Moro
and Importance av... Viow moro
It Securty & Trust P Metadata
An Undewatng Abstract:
Relatonship Today the focus In IT has shifted 1o the cloud. The cloud offers a near perfect solution
IV, Components far the organization. It benefits the organizatlon wilh minjmum investmenl and overhead
Causing Distrust administration costs. Thus. many of the grganizations are ardently trying to avall the
Through Secunty  benefits of cloud services. However, thera are concems which (hibit them from galng
n Cloud ahead and adopling the cloud for conkucting thelr bmin'é_ss\operaunns. The barier s in
Camputing terms of apprehension for lack of trust due to several in'?xbiibable reasons, However,
 Conclus: cloud service providers are undenaking vartous steps to addfess the Issug but this Is the
onelusion domain in which the coordination of several stakeholders [$ vrarranted. For example. the
governmenl needs o regulale the wbiki‘ng of the-cloud service providers, research
Authors workers 10 explore options (hat can be implemigntéd; hence, sultable aclions are
required which can be laken to develop the Issues of trust and security of the business
Figures data Inthe cloud. This paper is an atiempt lo address the major Issues that are affecting
the security and ultimately causing distrusl at 1AAS, Through this paper, we have lried io
References propose som solutlons of techniques, which t adopted and Implemented, will go along
way in sustalning trust,
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L. Introduction (Hoading 1)

Cloud computing is the buzz nowadays, The cloud (s a comblnation of
varigus lechnologles like client-server computing, time-sharing, grid
computing, utility computing, virtyalization and SOA {Service Onented
Architecture) [1]. It is virtual computing environment that runs on
geagraphlcally separated servers and (s operated through the Intemnet.
The working of cloud computing is different from conventional
computing. In conventional compuling, & user is presented with
hardware and OS5 witf the a plication inslalled on the mMachines. In the
case of cloud cornput hgégrﬁéﬁ?néeﬂrwgemﬁ:ﬁ?é h re, software
(to run cloud) and Intemet connectivity is a must. Other hardware.
software and necessary Infrastructure are provided by the data center,
The mode and mechanism are carried out on the basis of charges which
are applicable for different services. The moda of charges depends on
the model as agreed between the senvice provider and the client,
Generally. this is set on the basis of ‘pay as per the usage'i.e., based an
the amount of time spent for using the serviges.
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1. Routing Protocol
in MANET » Metadata
W Secury| Abstract:
' ,‘;"::: n Mobile Ad-hoe Network (MANET) s an association of large number of sensor nodes
and having self directed commands using the un protected wire less connections. The
V. Security Atlacks individual nodes In the network can accompany and Igave the network vith out any
in Mobile Ad-Hoc  permisslon. MANET is an Infrastructureless neh-}q\f’i:; The network topology is rapldly
Network change due to nodes mobility, resource cunslr_a@ 'and bandwidth imitation of wircless
ShowFullQutine»  Medias. This nature of nodes leads to diffgfent lypes of security thteats. MANET suflers
from dissuption so that node nol able to tﬁk@jpén&!mm Tnding -'[né;hods vidth a target to
Authors spoil the full network funclioning. A numb\t’gi‘ of pratocals have bee_r{_ found for efficien)
routing. There are many types of security gitacks yhich disturb the net work operation.
Figures In this survey paper focuses of many proposed routing gzotocoIS"fur MANET and types
of security attacks and a survey of the existing techniques of detection and prevention of .
References attacks Is presented. . cad Tree copy
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L. Introduction
Mobile Ad-hoc Networks are the networks of moveable compuling
machines connected in a wireless network without any centralized or

fixed infrastructure. In MANET due lo its dynamic lopology any node can
loin and leave a nelwrk. Every nioge acls as a hiojl and router,
Moblle Ad-hoc Netwolk 1§‘E’§éﬂﬁ'r§81&!ﬁ[‘y§s§’e?ﬂ@!‘3rbllmu|y moving
nodes. [n case of MANET each node works like host as well as router
also in order {0 keep avalability of services. There are number of rouling

protocels In MANET but Ad-hoc on demand Distance Vector (ACDV) Is
one of the mast popular routing protecols.
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Ki rds:

Fm[sease identlfication features to be used in

Featute selection However,

Splder monkey optimizaticn

Nature Inspired algarithm

Subtractive pixel adfzcency model accuracy of a classifier,
Optimization is employed to fAix the

of relevant features plays an important,
plant discase classif

features from the high dimensional featiire setis required to increase the
This paper inu'g;iuccs a novel exponential spider
significant features from high dimensional set of

Agriculture isone of the prime sources o‘:éconumyand alarge communityisinvolved in cropping various
plants based on the environmental condjtions, However, a number of challenges are faced by the farmers
including different diseases of plants, The detection and prevention of plant discases are the serious
concern and should be treated well on ti
disease detection system can be more
may be detected and classified from

me forincreasing the productivity. Therefore, an zutomated plant
beneficial for monitoring the plants, Generally, the most diseases
tﬁ:e symptoms appeared on the Ieaves. For the same, extraction

A number of methods exists to generate high dimensional

J_ole.
catfon problem such as SPAM, CHEN, LIV, and many more,

generated features also includé unrelated and inessential features that lead to degradation in
performance and computational efficieficy of a classification problem, Therefore, the choice of notable

computational efficiency and
monkey optimization which
features generated by SPAM,

Furthermore, the selected features are fed to support vector machine for classification of plants into
diseased plants and healthy plants using some important characteristics of the leaves. The experimental
outcomes illustrate that the selected fedtures by Exponential SMO effectively increase the classification
reliability of the classifier in comparisog_ to the considered feature selection approaches,

© 2018 Published by Elsevier Inc,

"
.

-"‘

(Ontroducﬁon

Agriculture is one ofthe important sources of earning for human
beings in many countries, A different variety of food plants are
harvested as per the need and environmental conditions of land.
However, a number of problems are also faced by the farmers such
as shortage of water, natural disasters, plant diseases and many
more. However, some of the problems may be reduced by providing
technleal facilities to the farmers. Automated plant disease identi-
fication and prevention system is one of such solutions that can aid
the farmers, This type of system can overcome from the problems
of lack of plants' disease knowledge as there are very few experis
for the same [1,2]. Moreover, it may increase the food productivity

* Comesponding author,
E-mall address: skumarB@ipramity.eda (5. Kumar),

https:fidol.org/ 10.1016/j.suscom.201 8.10.004
2210-5375/© 2018 Published by Elsevier Inc.
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by performing the on time prevention from the disease and there
is no need to search for an expert. Such automated systemwill also
be time_ and cost efficient. Therefore, this manuscript proposes a
navel strategy to recognize the various plant diseases.

Genegally, leaves of the plants are first source to detect the most
of the plant diseases, Yellow and brown spots, primary and late
blister, dnd other ailments caused by bacteria, virus and fungus
can be i‘.i_tcctcd automaticaily through efficient image processing
tech niqi&gs’ [3.4). Therefore, this paper focuses on the plant djscase
identirit_:_:ition using leaves properties only. However, plant disease
identification through image processing is not an easy job because
of the huige disparities available in the leaves of differentand simi-

larplangforinstance size, texture, color, shape, ete. Various image
processing strategies have been anticipated to overcome from such

.1n tLhe first
Hiput images
lar classifier is used

problems and normally all methods have two st S
phases Prominent features are
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of the I%‘g‘\ies and in secuntﬁfh@ﬁg%mti
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which categorise the images into healthy or diseased images. Major
classification techniques that are popularly used for disease iden-
tification in plant are k-nearest neighbor (kNN) [S], support vector
machine (SVM)[6], fisher linear diseriminant (FLD} [7], neural net-
work [8], random forest (RF) [9] and many more,

‘The performance of a classifier is generally relics on the extrac-
tion of important features. As per the contemporary, feature
extraction methods for {mage analysis may be categorized into
hand crafted and automatic generated (without human experts)
features [10], Hand crafted features may be shape-based, texture-
based, colorinformation-based features. To identify the fourclasses
of rice grains, Sakai et al, [11] used geometrical attributes namely
maximum length, area, perimeter, and many others, For similar
type of leaves such as texture and color, beetle and pepper features
were used [12]. In some of the literature, the combined texture
and shape features have been used to identify the leaves, Although,
hand crafted features shows good results for plant disease identi-
fication, however, it requires human expert knowiedge and many
features may be skipped or redundant features may be selected
through this process. Therefore, many researchers proposed dilfer-
ent machine learning based feature extraction methods that do not
itnpose such constraint such as intra and inter-block dependencies
(CHEN) [13] for Markov features, for spatial domain subtractive
P} Aadjacency model (SPAM) |14), bag of visual words [15],
col __tutional newural network [16] and many more. These meth-
ods automatically generate the high dimensional features without
human experts. However, high dimenstonality [17} is a major
concern in case of images. An expending order of training data
is mandatory to engender the high dimensional features, which
increases the classifier's computational complexity. Moreover, the
performance ofaclassifter may degraded due to generation ofinap-
propriate and unnecessary features, Thence, there is a prerequisite
foracompetenttechnique for feature selection toselve the problem
[18].

Generally an evaluation parameter is used by a feature selec-
tion method to obtain the optimal or sub-optimal feature subset, A
number of search methods exists for selecting the prominent fea-
tures. In case of axhaustive search, 2N feature subsets are compared
for N dimensional feature space. It shows a complexity of o{24)
which is impractical for large N [19]. For that [€ason, RuMmerous
approaches like filters, embedded methods and wrappers [20] have
been introduced for feature selection to overcome these issue. The
most efficient technique in these methods is filter technique that
consider a set of features as class variables. On the other hand, for
a snecific classifier, it may do weakly [21). The embedded meth-
o b:he information returned by a supervised classifier to pick
thé reslike SVM with recutsive feature elimination (SVM-RFE)
[22] which eliminate the features, comprising minimum weight
acquired from a trained SVM. Furthermore, Wrapper methods uses
predictive models to appraise the feature subset and are more pre-
ferred than filtering techniques [20), Greedy hill-climbing search
approach is one of the popular wrapper technique and repeatedly
eradicates the smallest relevant features is Sequential backward
sclection (SBS)[23], Though, both the embedded and wrappertech-
niques are computationally expensive procedures {24).

To overcome the limitations of above mentioned methods,
nature inspired algorithms have widely been used in the literature,
Large number of methods have been evolved using nature inspired
algorithms [25,26) for feature selection. Spider monkey optimizz-
tion (SMO) [27], particle swarm optimization (PS0) [28), artificial
bee colony (ABC) [29), gravitational search algorithm (G5A) {30},
and grey wolf optimization (GWO) [31] are few popular meta-
heuristic useful in feature selection,

The SMQisone the recently anticipated meta-heuristic basr:gp
the sacial activities of spider monkeys and is established by Bansi

et al. [27). As compared to other meta-heuristic algorith: I 251?
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he
shows bcl_tfg:"i;'. performance in searching the relevant features from
high dime_nilip;nal feature space. SMO uses the concept of fission-
fusion soci’at[{s’ystem (FFSS) of spider monkeys. initially it explore
the reasi]:_ulﬁﬁearch reason and exploits slowly, by the means of
social orga,n_lgétion of spider monkeys. Anumber of variznts of SMO
are also av%f[ﬁble in literature such as modified position update in
SMO [32], madified SMO [33), fitness based position update in [34],
SMO for copstrained optimization [35], improved SMO[36), hybrid
of SMO and GA [37) and many more. Perturbation rate is one of
the imparta'ﬁt parameter of SMO which affects the convergence
behavior o'figMO. Generally, perturbation rate is a linearly increas-
ing function. However, due to the availability of non-linearity in
different a‘qpl[cations. a non-linear function may affect the perfor-
mance of SMO, Therefore, to improve the performance of, SMQ, this
manuscripfrecommends a novel alternative of SMO, exponential
spider maﬁl{'éy optimization (ESMO), with improved perturbation
rate and desirable convergence precision, rapid convergence rate,
and impraved global search capability. The new variant ESMO,

used in fear’fjre selection for plant disease jdentification. The SPAM

method hagbeen employed for extraction of features from the given
database of:jeaf images, Further, the identified features are given
to individﬁg!;c]assiﬁcrs to categorise the leaves in the category of
healthy o:j:gj_s:gased leaves, The results of the anticipated technique
has been m¢asured with PSO, GSA, DE, and SMO. In addition, SYM,
KNN, LDA, and ZeroR classifiers are used to classify the imagesinto
their respettive categories,
The ma?ij;contributiuns of this manuscript are listed here:

1.A novel:f_."i:;:poncnrial spider monkey optimization (ESMOQ)
method fias been introduced,

2. The extraction of relevant features from the considered leaf
images dﬂunp using SPAM.

3. Anew a'g’p'r_oach for selection of feature subset has been antici-
pated bised on ESMO,

4, For cIasgf ving the healthy leaf images and diseased leaf images,
kNN, S\a,'__fb_lv.;;{eroR. and LDA classifiers are analyzed,

'{h u

23

The re@%_irjing manuscript is structured as follows, The SMO
algorithm fgt;rpduced in Section 2, Section 3 illustrates the antici-
pated imagg classification method. Experimental results of ESMO
on standar:__;bgnchmark problems and the proposed classification
technique‘?gpng with statistical analyses has been discussed in Sec-
tion 4, Last}‘{;lpe Section 5 conclude this manuscript,
WG
2. Preliminiries

&l
This segyph describes the basic spider monkey optimization
(SMO) algo_r_ithm that is used for feature selection.
2.1. Spidernonkey optimization (SMO)
e
The SM_? is comparatively new algorithm based on the mathe-
matical aneI_'_of intelligent behavior of spider monkeys that follow
the ﬁssion,-:ffg'_s‘ion social structure (FFSS). According to FFSS, mon-
keys distribitte themselves from bigger to minor groups and vice
versa for foldging, The main characteristics of the FFSS are as fol-
lows [27]:§§j

1. Initialljj:g]:'l;spidcr monkeys persist in the groups of 40-50 i di-
viduals;Each initial group has a leader under whom the food
sourcesare explored, Jtis termed asa globalleader of that group.

2. In ease gfipsignificant quantity of food, the global leader create
5 UNJ E‘Qa‘llerg%lggroups from larger group with each subgroup con-

\i:}mg i;l'}h:;e:e toeight members toforage independentlyand each

begrouptheaded by local leader,
AT
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3. The decision of searching food in cach sub-group is also decided mnm.ug.l
by a leader, known as local leader. while m{fp_slze » counter do
4, The group members maintain social bonds and defensive bound- for¥Y X group do
iy mdpr then

aries by communicating among themselves and with other
members of the graup using a unique sound.

The mathematical model of foraging behavior of SMO for opti-
mization problem has six different phases discussed in subsequent
sections. Initially, SMO randomly generates a population of Nspider
monkeys. A D-dimensional vector used to denote a spider monkey.,
Lc:Xg depicts the jth dimension of ith individual, In SMO, each Xy
is initialized as follows:

Xy = Xy -+ U(0, 1) % (Xinag = Xt} (1)

where Xy and Xyay are lower and upper bounds in jth direction
for Xjand 0, 1) denotes a random number in the range [0, 1). The
next section describe all six phases of SMO in detail,

2.L1. Local Leader Phase (LLP)
In this phase, new position of an individual is attained on the
basis of the knowledge from the local leader and individuals of
{7—pp using Eq. (2). Quality of solution decided by their fitness
e, The solution with higher fitness (the new position is better
than the current position) selected for next iteration.

Xnewy =Xy +U(0, 1) x (LLy - X+ U(-1, Nx Xy~ X)  (2)

where X}y and X;; denote the positions of jth direction of the local
group leader and randomly chosen sth spider monkey from kth
group respectively, In order to manage the perturbation in the
presentlocation, probability prisused whichis known perturbation
rate. The steps of LLP are summarized in Algorithm 1.

Algorithm 1. Local Leader Phase (LLP} [27]

for cach member X, € kih group do
forcachje {1,....D} do
X0, 1)=prihen
Xnewy = Xg+1X0, 13x (Ll = Xg) #1(~1, 1) 3¢ (Mg~ Xg)
clse
Xnewvy =Xy
end if
end for
end for

(Q2 Global Leader Phase (GLP)
All individual update their position based on information from

global leader and afl member of group as shown in Eq. {3) during
GLP.

Xnewy = Xy +U(0,1) x (GLy = Xg) + U(~1, 1) x (X5 - X) (3)

where GL; shows the jth direction of the global leader. Furthermore,
the probability prob; is used to select the particular dimension for
updating the X; and is calculated using the fitness values of each
individual as depicted in Eq. (4).

Jitness;
3 fuyfimess;
X

Similar to LLP, the better solution from thd!i
position and old position of the SM are used far
Algorithm 2 presents the steps of GLP.

Algorithm 2. Global Leader Phase (GLP) [27]

prob; =

r-counterﬂ
A:ﬁ;}‘ r[ly choase J € {1....,D}
Arb} :lrlly choose X, € groupand{ & r
Xry ,-x.ﬂ){u 1) (6L - Xg)+ =1, 1) % (X5 =X}
end [
end for\;,"
end whitexd:

2.13. Gﬁéal Leader Leammg {GLL) phase
The glubal leader acquire position with overall best fitness in
this phagland a global limit counter used to keep the record of

change jiithe position of global leader.

2.14. Local Leader Learning (LLL} phase

The ‘bos:tmn with best fitness within group assigned to local
leader, Sn:nilar to GLL phase, if local leader's new position is same
as the prevmus position, then the local limit counter updated by
one. _.. :

2,15, Locnl Leader Decision (LLD} phase

If Iocal :limit counter of a lacal leader reaches to a threshold
count, t!}}eh the all group members re-initialized by using Eq. {5).
The steps"of LLD phase is presented in Algorithm 3,
Xnewy -Q'x[; FU(0, 1) x (G = Xp)+ U(=1, Dx Ky —=X)  (5)
Algunthrr 3 Local Leader Decision [27]

if !.ocal.!.lnﬁ&tount » Local.Leader. Limit then
Locak.Uimit Count =0
foreaciié {1..... D} do
irU(Di &prthcn
Xne] g-Xml‘npU(O. 1)~ [(Xmangy = Xminy)
else !

XneLvJ,—xu+wo 1% {GL —Xg)* U1, 1) % (g = Xp)

endif P
end for,
endil é:;e_j:_

R
2.1.6. Giobal Leader Decision {GLD) phase

The glq‘bal leader creates small size sub groups if her position
not updated for a predefined number of iterations, In GLD, the local
leaders of ‘each group are elected by LLL process, The giobal feader
merges all subgroups into a single group if its position not updated

Tl pre d?élded threshold, THis Way, SMO mimics the FFS structure,

Morcovo. \ the complete SMO is presented in Algorithm 4,
Algarithm4 Spider Monkey Optimization [27]

Initlalize ngulatinn pr.Global L eader L imit, and Locol L eader L imit,
Caloulate ﬁ tness.
Tdentily log torilind global leaders by employing greedy selection,
whlIeS:o nz condltion is not contented do
() sumiditethe new positions for the whole group by with knowledge of all
Endividfals including themsetves, local teader, group members with the help
of Algofithin 1.
([i] Empfo? 'he greedy selectlon process for the whole group based on thelr

(Ili) Compiite the probability proby of the whele group using Eq. (4.

(v} Ide; gr new locations for all the members of group, selected by prob;, by
own prgyi dus lmowledge and experience of global leaderand group
membes dsing Algorithm 2.

(v)Lloca .'u§d global feader update their position using grecdy selection

strat Iﬁ hll groups,

(Vi) Al tite mcmhcrs of a spexific group redivected for foraging by Algorithm
31fits [.q‘calileadcr i= not able to update her position after a predéfined ,
numberojiﬂmcs. = CopY

(vif) A grgip further divided intb smaller Y] A0 Etinitum size or
each graup four, If Global Leader not aéﬁsg pd3te heflodation fora
predefinf ﬂumbcr of thmes,
end whll:,.'t
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Fig. 1. The proposed leaf image classifica d{t'ifq"" vr%ﬂ:mod.
. d roach o
3. Proposed approa % ‘

The newly anticipated approach for image classification has g ;{éf ;@‘?.‘Ii';?ﬂﬂf’lﬂg"?:a“itﬁm"'4:
three steps as depicted in Fig. 1: (1) 1st step uses SPAM for features 4 PN Rt e
ex{" Yion from the collection of leaf images, (2) 2nd step selects LhaE
the avstinguished features by the means of newly proposed feature !- %s? |
selection algorithm using ESMO, and (3) Ultimately, the classifier ) B e T N f
is used to categorise the leaf images into diseased and healthy leaf kil Eﬁﬂ%{gﬁ&?)@ﬁfgﬂg{gﬁﬁgﬁﬁEB%[:@.
images, Detailed description of these phases given in subsequent ——— e ]

sections.

N
-
i
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3.1. Feature extraction

L

ll"l"{
1!‘

The most important step in fmage analysis is feature extrac-
tion. The extracted features decide the success of a classiffer. For
an efficdent image analysis algorithm, multi-dimension and diver-
gent features must be extracted which can differentiate healthy
leaf images from diseased leaf images. For the same, a number of
feature extraction methods have been proposed, This paper uses
5PAM for feature extraction from considered leaf images, which is
discussed in the next sections.

3.1.1, Subtractive Pixel Adjacency Matrix {SPAMN)

Peny et al, {14] intraduced SPAM to extract the features in spa-
tial domainimages, SPAM is the most efficient technique for feature
exg ~{on as compared to other existing methods and is based on
Ma chain features. It uses the information about the images
that in general, an image does not have noise, Furthermore, short-
range dependencies amongst noise segments inside an image are
used by SPAM to extract the features. [t obtains the confined inter-
dependencies between dissimilarity of adjoining face rudiments
and used them as a Markov chain to extract the features of fimages,
This paper uses SPAM which extracts 688 features for leaf image
data set.
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3.2, Feature selection

T £l T
SPAM extracts 686 features from image data set which is a Ffé;" _?‘-Tm Proposed ESMO based ﬁammﬁlﬁ(&nﬁﬂmd
high dimensional feature vector and requires high computational 7E i} . .-
cost. These features may have redundant orirrelevant featups pwpo‘s_‘e'ﬂ; MO first initializes randomly the pgs‘i‘tlg
sometimes degrade classifier’s performance. For that reas,? mo;ﬂ{é'}:r in the population, Each inﬁ\jﬂﬁai‘ﬂh‘s' a dimchst
features are given to the feature selection phase to radut lt%tl%e quantity of features extracted using SPAM. The ith
0

unwanted and unrelated features, The overall steps off the :\50 = Tt by Eq. (6} if there are tot¥1 n featuras extracted and
based feature selection are shown in Fig. 2. = |\r;\ o i gryp{mkeys areN.

The exponential spider monkey optimization (ES fl eris.

the inappropriate and repetitive features while selectin () =
”;"_:. m\‘é\’/

k.
WXt xa)y 1=1,2,.,,N (6)
-

14
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Table1 ?ﬁtﬂ
Benchmark functlons.
Sr.iNo, Equatien Dimenslons Range Optimal vatue
1 A(X)= Zw 30 |-100, 100] 0
2 RB(X)=y ", Wi+ II5 b 30 |-10,10] 0
3 R{X)=max{ixl. { =i<d} o [-100,100] 0
4 Xy 30 (x + 051 30 [-100,100]  ©
5 FylX)m 3 14 + rondom[0, 1) 0 [-128,128] 0
6 FelX)= ~20exp [ -0.2¢/ 52;’_19) - exp (52;’_, cos[:m,)) +204¢ 30 (-32,32} 0
7 BX) w01 sin?(3mx )+ thx. R[5 + sin® (3 + 1)) 4 (e = 17[1 4 sin®( 30 j~50.50] 0
Emu(x. 5,100,4)
;.[I—‘fbm) ~
A=, - e 4 [~5.5] 00003
FolX) s axi - 2.1x‘+,a‘+x|x: - 44 2 [-5.5] -1.0316
10 FiolX)m 1+ 7 + 119 = 1ty + 3} = 1402+ Gxyrg + 3] % [30+ 21 - 2 [~2.2] 3
320 + 124} +48xz -~ 360X +27.r;n
1 FulX)= -Zh,r. expl-3 . caly - o) 13l -356
12 FalX)m =3, & expl-Y . oglx=pel) [0.1] -332

«~\The value of each x;, having an arbitrary value in amongQand 1,
%ed to either 1 o 0 using predefined threshold for computing
the fitness. The threshold value is fixed at 0.7 in this manuscript,
after empirically analysis. Therefore, the value of xy is fixed to 1 ifit
is higher than or equivalent to 0.7 ifnot then set to 0. Hence, simply
the features, having x; value one, are given to calculate the fitness
function. To calculate the fitness value, SVM with ten times counter
confirmation Is used. tn order to select prominent features, the fit-
ness and actual value of spider monkeys are given to succeeding
stages of ESMO.

3.2.1. Exponential Spider Monkey Optimizatien (ESMO)
Perturbation rate is one of the important parameter of SMO
which affects the convergence behavior of SMO. Generally, pertur-
bation rate is a linearly increasing function. However, due to the
availability of non-linearity in different applications, a non-linear
function may affect the performance of SMO. Therefore, to enhance
the competency of SMO, this manuscript proposes a novel modi-
_fication in SMO named as ESMO, with imnproved perturbation rate
that leads to desirable efficiency for convergence, higher rate of
\rcrgcncc. and enhanced global search capability.

For a meta-heuristic algorithm, intensification and diversifica-
tion are two imperative stages to achieve precise solution and
escape from the loca) optima, In SMO, perturbation rate is one of
the prime factors which alfect the convergence behavior of SMO.,In
general, it is a linearly increasing function with the iterations. On
the other hand, it has been observed that somnetimes poor diver-
gence in SMO leads to entrapping into local optimum, For that
reason, in the anticipated optimization algorithm, the value of per-

33. Classif ication
% .,u_

Next tep aher selecting the relevant and non-redundant fea-
tures is-Elassification of the leaf images into healthy and diseased
images . amf comparison of different classification techniques. For
the sam ‘fVM kKNN,LDA, and ZeroR classifiers are used.

4, Expcn?}‘ental results

The ch,;hlt analysis of newly devcloped feature selection
approat':'l? sed on ESMO for image classification is given in a cou-
ple of pt a ¢s. 1st phase shows the performance of new approach
(ESMO)‘an ‘second, analyses the effect of feature selection method
for planﬁhseascd identification.

e

41. Resulsanafym aof ESMO

>

Thei: formance of ESMO has been simulated on 12 standard
benchmgé"ks which are represented in Table 1 [38-40] along with
their correspondlng optimal value and range of decision variables.
Murcoﬁ%‘}r;he proposed ESMO algorithm has been compared with
GSA, DE:E%O and SMQ meta-heuristics over the considerad bench-
markfunchons.AII the algorithms usc default parameterseitings as
mcntlon?:l:! in the corresponding literature except number of iter-
ations (;ﬁ'-{ and population size (N) which are taken 50 and 1000
resgectwe y for all the methods. To reduce the inter-dependencies,
mean ﬁtne' s values of 30 runs have been compared.
Table2 %

Ly
i}
.

. \ A ; Comparisén;afmean fltness values,
turbation rate is customized exponentially in place of lincatly. i :{f‘;‘ ¥
In ESMO, the parameter, perturbation rate, {s Increased expo- Functldn4ESMO P50 GSA DE 5MO
nentially as shown in Eq.{7}. R '%‘:} GOE-11 232E-07  L12E-05 354E+03  1.88E—0B
R $RpH94-10  302E-07  527E-04  OBSE+02  3.03E-08
F,  BST.1E-10 581E-05  Z47EH00 0656402  2.16E-08
Plice = (prf,,i,]‘“-‘l'*“!l ) £ G3E~08  1.15E-07 2811E-05 3GBE+03  955E-09
Fs 201E-04 224E-01 7.J3E-02 1JME+00  2.18E-02
Fe 79E-11  1.99E+01  140E—04  1S3E+01  41SE-08
where max..itand tsymbolize the maximum and the currentite B '222‘3 ;ﬁg:g ﬁg:“g g-gg:"z ;‘;gg:g:
tion counterrespectively, Nstand for the number of spid -1,593:03 A6SE—08 B23E-08  AGSE—08  433E—_08
and pryn, In Initial perturbation, Initialized randomly i be 3.00E+00  3.00E+00  3.00E+01  300E+00  00E+0
and 1. Remainingsteps of ESMO are similarto bastc SMO asdépicti Z386£+00 -3.00E-01 -300E-01 -~2S0E-11 -3.86E+00
in Algorithm 4. ‘3’ == Eg\| JA5TI0AEA00 -208E+00 -3.04E300  -243EH00  -3.04E+00
RS
B ‘:V-m;ﬁ R L IR S DR .:-x .?- %2_{/ T L A AN e e A T A A Ty e LA 3
UBIeasEite this aricle =“E't;css.'zts‘Sﬂ{umar. ctalk bl ﬁ‘ ,[q‘gﬁ} ey isiig expit S BideT ORKeY OPHRIZAON,
= éﬁ Certiied {102
s
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Table3 .g_y;':
The wilcoxon fank sum test, ;&3-‘:
Function  ESMO-PSO ESMO-GSA ESMOIDES, ESMO-SMO
p-Value h-value SGFNT p-value h-valiue SGFNT p-vald_;’;f}'!_"g R-value SGENT p-value h-value SGFNT
F 126-10 1 * 128-10 1 + 1.25-5;‘.&3? 1 * 12E-10 1 *
B 126-09 1 + 126-10 1 + 16E-054% 1 + 42E-07 1 +
B LIE-08 1 + 12E-10 1 + 1.25:;1927- 1 + 198-07 1 +
A 1 0 - 24E-10 1 * I.EIE-‘:___?LI;g‘g 1 + LIE-08 1 -
Fs 22E-07 1 + 658-07 1 * B3E-0R%y 1 + 24E-10 1 +
Fs 12410 1 + 126-10 1 + 126108 1 + 12B-10 1 +
K L7E-08 1 + 24E-12 1 + 23E-BRC: 1 + 83E-08 1 +
Fe 14E-05 1 . 1 0 - 1 5% o . 1 0 -
R 1 0 - 1 0 - 1 35 o " 1 0 -
Fio 1 0 - 13E-11 1 + 1 58 o - 1 0 -
Fy 15£-08 1 + 12E-11 1 + zaa-gq?,;';, 1 + 1 o -
Fia 24E-12 1 + 1 0 - 47E-D9EY 1 + 1 0 -
SE
=

The mean fitness values retumed by the ESMO and considered
methods have been presented in Table 2. The ESMO returns mini-
mum mean values of all the benchirarks among PSO, GSA, and DE
except F4 and Fg where, DE and GSA returns slightly better results,
Toconfirm the outcome shown in Table 2, wilcoxon rank sum statis-
tical test [41] has been conducted with NULL hypothesis that at 5%
si Qlance level, considered two algorithms aresimilar for respec-
tivew«nchmark Table 3 shows wilcoxon ranksum testfor proposed
and existing methods. Forp < 0.05, the null hypothesisisconsidered
asdiscarded and denoted by *+ ar *-* otherwise accepted and sym-
bolized as ‘=’ The '+ represents the significantly different result and
ESMO returns better result while *~* sign shows significantly dif-
ferent but ESMO gives competitively pitiable results, Table 3 shows
that for maximum functions, ESMO returns significantly different
and better results except F4 where DE shows comparatively better
results, From Table 2 and 3, it can be seen that the mean values for
Fg withrespectto DE{s notsignificant. Therefore, it can be valldated
that the ESMO performs better than existing techiniques for mean
fitness values.

Moreover, the comparison of the computational time, taken by
Exponential SMO and other considered methods, have been dis-
cussed in Table 4. From the table, it can be visualized that by
intreducing the exponential k-best in basic SMO does not alfect the
computational cost of the SMO. An average time taken by ESMQ is
24385 swhile SMO takes 2.3989 s average computational time. The
cornputational time of DE is also almost similar to ESMO, However,
PSO and GSA takes more than 3 s forgetting the best function vale
ues, Eurthermore, the convergence behavior of the proposed ESMO
b been compared with the considered state-of-the-art algo-
rithiis. For the same, Figs. 3-4 depict the convergence graphs for
all the considered benchmark functions over 1000 iterations. The
best fitness values at every iteration are presented on y-axes in

Tabled

Comparison of computational time in seconds.
Function ESMOD P50 GSA DE
R 26828 48514 33373 25380
R 23369 40179 41698 2.7056
£ 22932 4.7935 5.6281 23437
Fi 24516 44041 249349 23770
f 27454 32745 29529 29738
F 24334 32092 4.1470 24736
F 24275 4.7740 29563 27702
I 23595 36840 26673 24534
Fs 23661 33zh 2.1040 2.3065
Fn 22383 3.4384 2.1209 23694
Fn 24322 3.1568 22077 20033
Fiz 24321 36273 24316 20026
Avenrage 24385 3.8804 31757 24433

o
Iugaﬁthm{@?@ales. From the figures, it can be observed that the
proposed ;EjerO has better convergence behavior as compared to
other metligds for almost all the benchmark functions, Sufficient
iterations t‘"’;{gfxploratlon are taken by the proposed method before
exploitatigniphase which help to achieve better objective values.
Thus experifentally and statistically, it can be validated that the
proposed ESMO returns the optimal solutions along with precise

convergen:t?[- ;ehavior for various benchmark functions,

42, Resul%%gﬁiysls of feature selection technique
5 "-.ru‘

The pefﬁé"?’ ance of the anticipated diseased leaf identification
system hagbéen tested on 1000 images from PlantVillage dataset
[42). The daﬁl;gct consists of 500 healthy leaf images and 500 dis-
eased leaflirmages.Some of the representative images from diseased
and healthg'{f_,céitegorics arc delineated in Figs, 5 and 6 accordingly.
For each i_,ljj?u”é. 686 features are extracted using SPAM. Further-
more, ESMO}s employed for feature selection. The outcomes of

E3

ESMO for feature selection have been compared with PSO, GSA,

DE, and SM&;qug_sing the number of selected features and classifica-

A

iy
Table5 y 2{3
Com pantivc,‘:;g l:,rsls of classifiers and feature selection methods,
Feature selgziion Number of Classification  Aceuracy
method  §5517 features selected method
:\?.:5,? SVM 80.26
Nore )ﬁ‘&g 686 DA 7237
iy -i kNN 76.34
4y ZereR 4225
SVM 89.54
rs0 97 DA 7820
KNN 3213
ZeroR 4731
SVM B87.54
B7 DA 7766
kNN 8382
ZeroR 4854
VM 8745
g1
cerfified
B2 '
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Fig. 3. The convergence behavior of proposed and existing 1 ctl}uds for benchmark functions.

tion precision. Table 5 illustrate the outcome of both the feature
selection technique and classifiers.

ESMO based feature selection technique returns 82 features

-which is thieleast number of selected features as compared to other
ture selection techniques. From Table 5, it can be observed that

proximately 88% features are reduced by ESMO from the 686
extracted features. This reduction of features ishighest with respec-
tive to PS50, GSA, DE, and SMO which reduce 85%, 87%, 86%, and 87%
respectively, From the feature reduction rates, it can be stated that
all the cansidered algorithms along with ESMO eliminate almost
same amount of features. However, relevancies of the selected fea-
tures are tested by feeding them to a classifier for plant leaf disease
identification.

For the same, SVM, kNN, LDA, and ZeroR classifiers are used
for comparative analysis of accuracies, The results of ZeroR clas-
sifier is measured as a reference line for all the feature selection
techniques., From Table 5, it can be obtained that without feature
selection method all the classifiers give lowest accuracies which
validates the presence of redundant and irrelevant features in the
set of extracted features from SPAM. After the applicability of fea-
ture selection method before identification of diseased leaves, the
accuracy of each classifier increases. However, all the
classifiers shows the best accuracies for the featur
the anticipated ESMO. Amongall the classifiers for
ture selection method, SVM gives the best classj @

o

of 92.12?‘:; Canscqucntly. it can be specified that the anticipated
ESMO bg !'ﬁ' feature selection approzch returns minimem number
of opnma catures which gives better classification accuracy.

5. Cun%%?a;on

This paper anticipated a feature selection approach using novel
exponenti !_lj spider monkey optimization (ESMO) for plant disease
identifi icatla Jon. Far the same, diseased and healthy leafimages have
been us d,l'rom plant village dataset, Furthermore, 686 features
extracted s ysmg SPAM method from the considered image dataset,
The perf Enance of ESMO has been compared with P50, GSA, DE,
and SMQ, methods in terms of mean fitness values. The investi-
gananalﬁr,t,txl numerical outcome authenticate that the anticipated
ESMO og;g:rfmms the considered approaches, Additional, the per-

formancg{gf newly anticipated feature selection process using
ESMO ,1:1 een contrasted with PSO, GSA, DE, and SMO based fea-
ture sel c‘non techniques. The anticipated technique extracts the
mmlmlmeZ features, The classification results have been analyzed
over SYM IiNN LDA, and ZeraR classifiers. In the midst of all the
c]a551ﬁc ISVM outperforms to classify the plant leaf images into
discas_g "ot healthy Ieal images. Thus it can be validated chat the
feature selection technique minimizes the unrelated
iious features while, maintains the elevated classifica-

nd su‘p '

orl prc:g?:on In future, the anticipated techniquc can be uscr.l for
it o
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multi-class problem where, the different plant disease categories
can be identified,
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Abstract

:b\‘BFT

.

A proper soil prediction is one of the most important parameters to dc@%hc suitable crop which is generally performed
manually by the farmers. Therefore, the efficiency of the farmers may bp;ég?‘reascd by producing an automated tools for soil
prediction, This paper presents an automated system for catcgorization,pf—ﬂ‘};c s0il datasets into respective categories using
images of the soils which can further be used for the decision of crop"s_':"E_gr the same, a novel Bag-of-words and chaotic
-‘--‘spidcr monkey optimization based method has been proposed which is,’-éﬂ"c‘il to classify the soil images into its respective
ategories. The novel chaotic spider monkey optimization algorithm show§desirable convergence and improved global scarch

ability over standard benchmark functions. Hence, it has been used to clu"}‘}t'é‘% the keypoints in Bag-of-words method for soil
prediction. The experimental outcomes illustrate that the anticipated m;:@“bzls effectively classify the soil in comparison to

other meta-heuristic based methods.

Keywords Soil prediction - Bag-of-words - Clustering - Spider monkey o

1 Introduction

Agriculture is one of the important sources of earning for
human beings in many countries. A different variety of food
plants are harvested as per the need and environmental con-
ditions of land, Soil category is one of the prime factors on
which the type of crop is decided. Thats why, the different
types of crops are produced in two different places, having

- --significantly-different soil. In general, the farmers do this

~ 50il analysis manually which may be improved by providing
them an automated tools for the same. This will increase the
productivity and quality of the crops. This type of system
can overcome from the problems of lack of soil knowledge
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as mcmlgge‘}i'cw few experts for the same [1, 2]. Moreover,
it may r'p:(:i,ﬁé'g the requirement of searching an expert. Such
automagilisystem will also be @me and cost efficient. There-
fore, lhffs_-*.;ni_fnuscript recommends a new method to predict
the type. E%‘oil derived from various paramelers.

Soil ?r'i%{ﬁc classified into seven categorics [3, 4] namely;

clayey ég:@?sandy clay, silty sand, clay, humus clay, clayey

peat, and Eéit. Various soil classification methods are avail-
able in {ﬁalitemlure (3, 5, 6]. Bhottacharya et al, [3] seg-
mented {fieisignals followed by boundary encrgy method
for fcal%g:l;g;uraclion. Furthermore, various classifiers for
instanc?j§£i_‘M, ANN and decision trees are used for clas-
sificatiof:Generally, cone penetration test (CPT) is one of
the accep e%soil examination process [7, 8] which study the
sub-surf:@%%oil and deep knowledge of soil samples. In case
of CPT which results the overlapping of diverse classes of

- = . . - -
soil lhc‘ﬁ echanical behavior of soil and the soil composi-
tion cor‘g;él'a ion is always uncertain [9]. Moreover, Gordon
surveys,] iEefficiency of SVM classifier for image based soil
classiﬁl ’ﬂg‘h_.

The p%g:gi'mnncc of a classifier is generally affccted by
the reley! ncy of the extracted features [10, 11]. A number
of fcam_’r_g;é_ ? ction methods have been introduced for soil
image clagsification which can be grouped into two major
a.sscs;’_f,l"fvfl_ging-bnscd process and statistics-based process.
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